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ABSTRACT 

The era of digitalization brings new 
challenges and new paradigms 
since transformer users and manu-
facturers alike are moving towards 
digital solutions. This transition 
requires new approaches, new ar-
chitectures, and new ways of look-
ing at data collection, storage, and 
assessment. Speed and reliability 
of actionable information become 
essential at a time when data is 
ubiquitous, loads are more complex, 
and energy production moves from 
traditional plants to distributed gen-
eration. This article intends to show 
some of the ongoing efforts at Hi-

tachi Energy to address these and 
other demanding technical and eco-
nomic issues.

Our wind power forecast approach 
deals with the problem of uncertain-
ty in upcoming power demand. We 
propose a machine learning model to 
predict power demand to improve the 
calculation of loadability and cooling 
/ hotspot calculations. Similarly, our 
Bushing Tan δ and Capacitance Fault 
Detection solution uses the error of 
a model to detect problems with Tan 
δ and capacitance. Our Probabilistic 
Fault Tree describes an open-source 
approach that uses Bayesian net-
works to find the probability of fail-

ure of a specific transformer. Finally, 
we describe two publications made 
by our team regarding the use of syn-
thetic data created using the Duval 
Pentagons to generate a model that 
diagnoses transformer faults; and a 
patent regarding the creation of an 
infrastructure that uses blockchain 
to anonymize users and provide 
them with information about their 
transformer fleet using artificial in-
telligence.
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The analysis of this data allows us to bet-
ter understand, diagnose, maintain, and 
support transformers throughout their life 
cycles

1. Introduction
It’s all about the Data.

Data gives deeper insight that allows us 
to answer questions that otherwise could 
not be answered. With the rapid pace of 
the adoption of digitalization, generation 
and access to data have never been easi-
er. Today, transformer manufacturers are 
making “digitally enabled” transformers 
the standard. Transformers are being 
outfitted with the sensors and monitors 
needed to generate, collect, analyze, and 
store critical transformer asset details in 
near real-time. The analysis of this data 
allows us to better understand, diag-
nose, maintain, and support transform-
ers throughout their life cycles. We can 
now even capture data surrounding the 
transformer, including ambient tempera-
ture, weather patterns, wind speed, hu-

midity, geomagnetically induced current 
(GIC) activity, etc. and analyze how this 
surrounding data influences the perfor-
mance of the transformers. We are find-
ing ways to interpret these ever-growing 
datasets to help system operators solve 
day-to-day problems and answer ques-
tions that would require vast resources 
and human-intensive expertise to be 
resolved. This is the next big hurtle! We 
have extensive amounts of data; how can 
we use it to the users’ advantage while re-
specting the privacy and requirements of 
the data owner? Machine learning and ar-
tificial intelligence (AI) are exciting area 
of exploration for Hitachi Energy as we 
are starting to see the massive potential of 
what these types of analytics can provide 
to our asset owners. The techniques we 
are looking at, whether it be multivariate 
regressions, neural networks, or decision 
trees, allow us to leverage these massive 

and growing datasets to catch intricacies 
hidden within the data, and flag or ex-
pose areas to prevent failures, predict be-
havior, and increase performance. 

What if we could improve our ability to 
forecast demand? What if we could ac-
curately guess the life expectancy of a 
transformer? What if we could answer 
questions regarding the health of a trans-
former that were previously impossible 
to answer? What new insights would that 
bring? How would that change the way 
we monitor transformers in the field? 
What other questions could it answer? 
This is what Hitachi Energy’s research is 
focused on: innovation, digitalization, 
and creating approaches to shift the way 
transformers are monitored. This article 
discusses some of the use-cases based on 
the initial results and the huge potential 
of digitalization applications.
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2. Wind power forecast

The upcoming power demand is un-
known. This is a common problem in the 
energy sector that utilities have to deal 
with, thus having to constantly balance 
electricity supply and demand. Previous 
approaches have been proposed [1,2] 
given that an improper balance between 
power generation and consumption may 
lead to technical and economic difficul-
ties associated with, for example, a lack of 

power supply when the demand is at its 
peak or system overload that can dimin-
ish the transformers’ expected life, among 
other problems.

To improve power demand prediction, 
we have explored different artificial in-
telligence approaches using data from 
conventional generation and wind power 
sources. Based on our experimentation, 
we train a deep neural network, as shown 
in Fig.  1, with the goal of predicting and 

informing our users of upcoming power 
demand. Even though our original data-
sheet is composed of thousands of records 
of wind power generation sampled every 
15 minutes, we were able to train a neural 
network that requires only a small amount 
of data and still maintains high accuracy 
in its prediction. The training takes a few 
seconds, and the model can predict future 
values instantaneously once provided 
with the most recent data. This enables 
our customers to obtain a more accurate 
power demand prediction and take deci-
sions based on the information provided, 
such as load shedding, if necessary.

Similarly, this prediction helps the moni-
toring and maintenance of transformers, 
given that we can provide a better calcu-
lation of transformer loadability and bet-
ter usage / control of cooling and hotspot 
temperature.

In our approach, we use a suitable volume 
and quality of data collected anonymously 
to train a deep neural network and predict 
the following power readings, as shown in 
Fig. 2.

Fig. 3 displays the normalized fit between 
the predicted power readings and the ac-
tual power readings. In an optimal pre-
diction, the red dots would be perfectly 
aligned with the blue line, meaning that the 
predicted power and actual power match 
perfectly. As seen in the graph, the align-
ment between predicted and actual power 
is very close to optimal with a coefficient of 
determination (r-squared) of 0.99 and root 
mean squared error (RMSE) of 52.17 kW. 
R-squared is a value between [0,1] that 
represents to what extent the variance of 
one variable explains the variance of the 
second variable. Similarly, the RMSE indi-
cates that, on average, our predictions were 
just 52.17 kW away from the actual values. 
Finally, the mean absolute percentage er-
ror (MAPE) describes the ratio between 
predicted and actual values as a percent-
age of the actual values. We used 10-fold 
cross-validation to avoid overfitting con-
cerns, where data is evaluated 10 times in a 
held-out portion of the data. Additionally, 
our dataset is composed of wind power 
from a variety of sources, which also im-
plies our model is more likely to properly 
generalize to future instances.

Overall, our approach can very accurately 
predict power demand, becoming a very 
powerful tool for our customers and for the 

To improve power demand prediction, 
we have explored different artificial in-
telligence approaches using data from 
conventional generation and wind power 
sources

Figure 2. Wind power training data (blue) and one week of validation dataset (red) utilized 
to verify the machine learning algorithm (wind power is measured in per unit based on the 
maximum kW generated).

Figure 1. Deep learning artificial neural network utilized to predict wind power
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improvement of monitoring of transform-
ers. Furthermore, the use of wind turbines 
and their potential as an energy source can 
greatly vary depending on different factors, 
such as geographical location and capacity. 
Thus, our model can also be retrained to 
optimize for such factors.

The historical data was 
used to train machine 
learning algorithms, 
and artificially gen-
erated defects were 
added to the data to 
assess the prediction 
error of the algorithms
 
3. Bushing tan б and 
capacitance fault detection
The same methodology applied to the load 
forecast above was applied to historical data 
of bushing capacitance, C1 and tan d, illus-
trated in Fig. 4a–4e. Figures 4d and 4e show 
real online data acquired over a six-month 
period from an oil-impregnated paper 
(OIP) bushing on a 3-phase, 130 kV trans-
former. The historical data was used to train 
machine learning algorithms, and artificially 
generated defects were added to the data to 
assess the prediction error of the algorithms.

Fig.  5 illustrates the significant increase 
in the prediction error starting when the 
artificial defect was introduced. Fig.  5a 
illustrates a linear increase in tan d and 
Fig.  5b a step change in bushing capac-
itance, C1. Notice the abrupt change in 
machine learning prediction error. In 
this case, the error in prediction is used 
to indicate significant changes in both 
tan d and capacitance.

4. Probabilistic transformer 
fault tree
The implementation of our proprietary 
monitoring algorithms is confidential; 
thus, we are not able to share the details 
of how these algorithms operate, even 
though some of our customers would like 
to understand how they are implement-
ed. Hitachi Energy’s goal is to provide our 
customers with the best insight and ex-
perience possible when it comes to feed-
back from our monitoring algorithms.  
To provide the maximum understanding 

Our approach can very accurately pre-
dict power demand, becoming a very 
powerful tool for our customers and for 
the improvement of monitoring of trans-
formers

Figure 3. Correlation between actual wind power (horizontal axis) and predicted wind 
power by the machine learning algorithm. Predictions were made for 1h ahead, short-
term forecast.

Figure 4. Illustration of (a) transformer bushing and its (b) capacitive layers, also showing 
the (c) voltage tap utilized to install online monitoring systems; (d) 6 months of online 
data collection for the tan d and (e) capacitance, C1.
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of our algorithms logic, we are proposing 
an approach that combines our vast trans-
former domain knowledge with an open-
source alternative based on a Bayesian 
network to help our customers determine 
the probability of failure of a transformer, 
as seen in Fig. 6. This solution is based on 
information from public standards and 
statistical analysis that can be discussed 
freely with customers and users alike.

Our Bayesian network is generated from 
a set of transformer components. An ini-
tial reference was taken from the fault tree 
described in IEEE PES Standard C57.14-
2017 [3] – Guide for Evaluation and Re-
conditioning of Liquid Immersed Power 
Transformers. Each node gets assigned a 
customer-defined weight, and using the 
monitoring information from each spe-
cific transformer (online sensors, histori-
cal data, lab tests, etc.) we can generate a 
Bayesian network to calculate the trans-
former’s probability of failure in real-time. 
Weights are tailored to each user given 
that the failure rate of each electrical com-
ponent depends on many user-specific 
factors such as frequency of data sampling 
and tests performed, geographical loca-
tion, capacity and usage, etc.

Some of the main advantages of this ap-
proach include: 

• Comprehensive: includes a large num-
ber of failure modes.

• Dynamic: the probability of failure is 
updated based on new information.

• Flexible: customers can vary the weight 
and number of nodes.

• Generic: Applies to any power grid asset.

Finally, one of the main advantages of us-
ing Bayesian networks is that their belief 
propagation works in all directions. For 
our approach, this implies that we can use 
the network in two ways: To calculate the 
probability of failure of the transformer 
based on information in-coming from 
its components (belief propagating top 
down), and to identify the cause of failure 
of a component based on the weights of its 
nodes (belief propagating bottom-up).

5. Machine learning algorithm 
trained by the combined 
Duval pentagons

In order to train a machine learning mod-
el to classify DGA data (five combustible 

Figure 5. Illustration of the technique employed to detect (a) significant change in bushing 
tan d and (b) significant change in bushing capacitance C1. The sudden error increase in 
the prediction of the model is used to detect the fault. 

Figure 6. A probabilistic fault tree is used to “mimic” transformer condition based on the 
dynamic assessment of evidence coming from online sensors, laboratory analysis, site 
tests, electrical tests, etc. The probabilistic fault tree propagates belief in all directions 
based on the mathematical formulation of Bayes conditional probabilities and also based 
on the prior fault statistics provided by individual users.

We are proposing an approach that com-
bines our vast transformer domain knowl-
edge with an open-source alternative 
based on a Bayesian network to help our 
customers determine the probability of 
failure of a transformer
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In this project, we propose a smart infra-
structure that combines a subject-mat-
ter-expert-guided knowledge pool, an 
anonymized transformer user database 
(similarly applicable to any other asset) 
aggregated by a set of machine learning 
algorithms and statistical tools to learn 
from both ends (knowledge pool and us-
ers’ data). This infrastructure identifies the 
most likely scenario involving a given asset 
type (e.g., large transmission transformers 
or generator step-up transformers) and re-
turns information to the anonymized user, 

including statistical support information, 
reasoning, and recommendations for ac-
tion. A simplified illustration of the whole 
process is presented in Fig. 9. Users would 
join by subscription, and their data is only 
visible to the data wrangling tool. Users of 
the same type of asset would have access to 
statistical analysis and machine learning 
algorithms output and recommendations 
for similar issues or related matters.

Note: Hitachi Energy was granted a pat-
ent on this technology [5].

gases H2, CH4, C2H2, C2H4, C2H6) using 
the Combined Duval Pentagons [4] one 
would need a large corpus of dissolved 
gas analysis (DGA) readings from real 
transformers with labels for the super-
vised training process. The label in this 
training process represents the issue the 
transformer suffered associated to each 
training DGA reading. Using synthet-
ic transformer data for five combusti-
ble gases, we trained a model as seen in 
Fig. 7. The generation of many thousands 
of centroids inside the Pentagon implies 
that any real DGA reading would lead to 
a centroid already generated through the 
artificial process.

The machine learning algorithm was 
trained using the artificial centroids and 
then validated using 552 real DGA cases 
from real transformers. The classification 
of these real cases is described in Fig. 8b 
where the instances in black boxes were 
correctly classified (547 out of 552), and 
the ones in red were incorrectly classified 
(5 out of 552).

6. AI-driven super-minds 
for industrial electrical 
equipment communities [5]

Transformer users typically prefer not to 
share their transformer data due to the 
risks associated with it. The lack of data 
sharing then leads to a lack of validation 
of comprehensive methodologies to mon-
itor and diagnose transformers and a lack 
of visibility of how their transformers per-
form in comparison to other users.

Figure 7. Illustration of machine learning algorithm trained with artificially generated DGA 
centroids, covering the whole area of the Combined Pentagon (all 10 fault regions). The 
illustration contains 50,000 artificially generated centroids.

Figure 8. Machine learning algorithm test phase (a) test dataset plotted on the Combined Pentagon with 552 DGA samples from real transformers 
(b) Confusion matrix providing the output of the machine learning classification for the 552 test cases (not seen during training of the ML algorithm); 
the red rectangles show misclassification (total of 5 cases) whereas the black rectangles in the diagonal show the correct classifications per 
fault region, with a resulting prediction accuracy of 99% plus. The horizontal lines of the confusion matrix show the classification in the original 
Combined Pentagon, whereas the columns show the output of the ML algorithm.

To train a machine learning model to clas-
sify DGA data using the Combined Duval 
Pentagons, one would need a large cor-
pus of DGA readings from real transform-
ers with labels for the supervised training 
process

Machine Learning algorithm training
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Conclusion
In this article, we have described a series 
of artificial intelligence approaches cur-
rently being developed in Hitachi Ener-
gy. Our wind power forecast approach 
deals with the problem of uncertainty in 
upcoming power demand by proposing a 
machine learning model to predict pow-
er demand to improve the calculation of 
loadability and cooling  /  hotspot calcu-
lations. Our Bushing Tan δ and Capaci-
tance Fault Detection solution uses the 
error of a model to detect problems with 
Tan δ and capacitance. Our Probabilis-
tic Fault Tree describes an open-source 
approach that uses Bayesian networks 

to find the probability of failure of a spe-
cific transformer. Finally, we describe 
two publications made by our team re-
garding the use of synthetic data created 
using the Duval Pentagons to generate a 
model that diagnoses transformer faults; 
and a patent regarding the creation of 
an infrastructure that uses blockchain 
to anonymize users and provide them 
with information about their transform-
er fleet using artificial intelligence. These 
exciting developments show the com-
mitment of Hitachi Energy to disruptive 
innovation and our assurance to provide 
the highest quality products to the needs 
of our customers.
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We propose a smart infrastructure that 
combines a subject-matter-expert-guid-
ed knowledge pool, an anonymized trans-
former user database aggregated by a set 
of machine learning algorithms and sta-
tistical tools

Figure 9. The “Super Mind” infrastructure. The blocks on the left illustrate the build-up of a knowledge pool guided by subject matter experts. The 
block on the right shows multiple transformer users that provide anonymized data to the data pool and who are subscribers to the service. The lower 
block in the middle illustrates the “data wrangling” phase information from the knowledge pool extracted through Natural Language Processing 
using multiple statistical tools and Machine Learning Algorithms that will ultimately build multiple scenarios of possible events/occurrences and 
inform the specific user of the most likely scenario, given the data and evidence. The solution will also contain a machine-built expert system that 
will make recommendations for actions.
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Recent exciting developments show the 
commitment of Hitachi Energy to disrup-
tive innovation and our assurance to pro-
vide the highest quality products to the 
needs of our customers
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